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Abstract. We construct two Lefschetz decompositions of the derived category of coherent sheaves on

the Grassmannian of k-dimensional subspaces in a vector space of dimension n. Both of them admit a

Lefschetz basis consisting of equivariant vector bundles. We prove fullness of the first decomposition and

conjecture it for the second one. In the case when n and k are coprime these decompositions coincide and

are minimal. In general, we conjecture minimality of the second decomposition.

1. Introduction

The derived category of coherent sheaves is one of the most important invariants of an algebraic variety.

In order to study derived categories one may look for additional structure. There is a particular case

when a triangulated category (and any derived category is triangulated) can be described explicitly.

Definition 1.1 ([Bon89], [GR87]). A collection of objects (E1, E2, . . . , En) in a k-linear triangulated

category T is called exceptional if

RHom(Ei, Ei) = k for all i, RHom(Ei, Ej) = 0 for i > j.

An exceptional collection (E1, E2, . . . , En) is called full if T is the smallest full triangulated subcategory

of T containing all Ei.

Exceptional collections can be considered as a kind of basis for the triangulated category: in this

situation every object admits a unique filtration with the i-th quotient isomorphic to a direct sum of

shifts of the i-th object in the collection.

The simplest example of a variety with a full exceptional collection is a projective space. A. Beilinson

showed in [Bĕı78] that the collection (OPn ,OPn(1), . . .OPn(n)) is full and exceptional in Db(Pn).

One can slightly generalize the notion of an exceptional collection and consider subcategories instead of

single objects. For a full triangulated subcategory A of a triangulated category T the right orthogonal

(resp. left orthogonal) to A in T is the full triangulated subcategory A⊥ (resp. ⊥A) consisting of all

the objects T ∈ T such that HomT (A,T ) = 0 (resp. HomT (T,A) = 0) for all A ∈ A.

Given a sequence of full triangulated subcategories A1,A2, . . . ,An ⊂ T we denote by 〈A1,A2, . . . ,An〉

the smallest full triangulated subcategory of T containing A1,A2, . . . ,An.

Definition 1.2 ([BK89]). A sequence A1,A2, . . . ,An of full triangulated subcategories in a triangulated

category T is called a semi-orthogonal collection if Ai ⊂ ⊥Aj for all i > j. A semi-orthogonal

collection A1,A2, . . . ,An is called a semi-orthogonal decomposition if T = 〈A1,A2, . . . ,An〉.

There is a very interesting class of semi-orthogonal decompositions in the case of derived categories.

These are called Lefschetz and are of the form

Db(X) =
〈
B0,B1 ⊗ L, . . . ,Bm−1 ⊗ Lm−1

〉
,
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where Db(X) ⊃ B0 ⊃ . . . ⊃ Bm−1 are full triangulated subcategories and L is a fixed line bundle.

It turns out that every Lefschetz decomposition is completely determined by its first block B0. There-

fore, there is a natural partial order on the set of all Lefschetz decompositions induced by the inclusion

order on the set of their first blocks. An important problem is to construct Lefschetz decompositions

that are minimal with respect to this partial order.

Minimal Lefschetz decompositions are interesting due to several reasons. One of them is the following

conjecture by A.Kuznetsov.

Conjecture 1.3 ([Kuz08b]). Let X be a smooth projective variety. Then minimal Lefschetz decomposi-

tions of Db(X) correspond to minimal categorical resolutions of singularities of the affine cone over X.

In the present paper we construct two Lefschetz decompositions of the bounded derived category of

coherent sheaves on a Grassmannian X = Gr(k, V ) of k-dimensional subspaces in a vector space V of

dimension n.

In [Kap88] M.Kapranov constructed a full exceptional collection in the derived category of X

Db(X) =
〈

ΣλU | λ ∈ Yn,k

〉

,

where λ runs over the set Yn,k of Young diagrams inscribed in a rectangle of size k × (n − k) and U

denotes the tautological subbundle of rank k in V ⊗OX . However, Kapranov’s collection gives rise to a

highly non-minimal Lefschetz decomposition.

We consider two Lefschetz decompositions of Db(X). The first one was independently discovered

by C.Brav and H.Thomas ([BT]). However, they were only able to prove semi-orthogonality of this

decomposition, but not fullness, and have never published their result. In the present paper we prove

both. In the case when n and k are coprime (n, k) = 1 this Lefschetz decomposition is minimal. The

first block of this decomposition is

B0 =
〈

ΣλU∗ | λ ∈ Y
u
n,k

〉

,

where Y
u
n,k ⊂ Yn,k denotes the set of those diagrams that do not go below the diagonal going from the

lower left to the upper right corner.

It turns out that whenever n and k are not coprime, we can construct a smaller Lefschetz decomposition.

However, at the moment we are only able to prove semi-orthogonality of this decomposition. This second

Lefschetz decomposition is conjectured to be full and minimal.

Finally, we should mention that in the case X = Gr(2, V ) a minimal Lefschetz decomposition was

constructed in [Kuz08a]. It coincides with both decompositions described in the present paper.

The paper is organized as follows. In Section 2 we recall all the definitions and facts we need about

Lefschetz decompositions, the celebrated Borel–Bott–Weil theorem and Littlewood–Richardson rule and

Kapranov’s exceptional collections for Grassmannians. In Section 3 we introduce a Z/nZ-group action

on the set Yn,k and some characteristics related to it. This action will play a significant role in the

construction of our decompositions and in the proof of fullness. In Section 4 we state our main results

and conjectures and prove semi-orthogonality of the two Lefschetz decompositions. Finally, in Section 5

we construct a new and highly interesting class of exact complexes and use them to prove fullness of the

first decomposition.
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2. Preliminaries

2.1. Lefschetz decompositions. We will be interested in a special class of semi-orthogonal decomposi-

tions of the bounded derived category of coherent sheaves on an algebraic variety. Let X be an algebraic

variety over a field k of characteristic zero and OX(1) a line bundle on X.

Definition 2.1 ([Kuz07]). A Lefschetz decomposition of Db(X) is a semi-orthogonal decomposition

of the form

Db(X) = 〈B0,B1(1), . . . ,Bm−1(m− 1)〉 , where 0 ⊂ Bm−1 ⊂ . . . ⊂ B1 ⊂ B0 ⊂ Db(X).

The category Bi ⊂ Db(X) is called the (i+ 1)-th block of the decomposition.

Definition 2.2. Let (E1, E2, . . . , En) be an exceptional collection and o : {1, . . . , n} → Z>0 be a positive

integer-valued function, such that the categories

(1) Bi = 〈Ej | i < o(j)〉

form a Lefchetz decomposition. In this case we say that the collection (E1, E2, . . . , En) is a Lefschetz

basis of Db(X) with the support function o.

Remark 2.3. The reader might have an impression that the support function comes as a part of data in

the definition of a Lefschetz basis. However, every Lefschetz decomposition is completely determined by

its first block (see [Kuz08b]) by the following inductive rule:

Bk = ⊥B0(−k) ∩ Bk−1.

Thus, one can say that a Lefschetz basis is an exceptional collection (E1, E2, . . . , En) in Db(X), such

that B0 = 〈E1, E2, . . . , En〉 is the first block of a Lefschetz decomposition and every other block Bi is

generated by a subcollection of (E1, E2, . . . , En).

A Lefschetz decomposition is called rectangular if Bm−1 = . . . = B1 = B0, and minimal, if it is

minimal with respect to the partial ordering given by the inclusion of the first block.

Remark 2.4. The notion of a Lefschetz basis is closely related to the notion of a full Lefschetz exceptional

collection (see [Kuz08a]). Whenever we have a Lefschetz basis with a nonincreasing support function, we

get a full Lefschetz exceptional collection, and vice versa.

A reader familiar with mutations of exceptional collections may note that mutations are well defined

for Lefschetz bases and the corresponding braid group acts by permutations on the values of the support

function. Thus, one can always mutate a Lefschetz basis so that it will correspond to a Lefschetz

exceptional collection.

We will need the following simple lemma that gives an easy way to check semi-orthogonality of the

blocks generated by a Lefschetz basis.

Lemma 2.5. An exceptional collection (E1, E2, . . . , En) is a Lefschetz basis with the support function

o(i) if and only if

(1) the subcategories Bi(i) defined by (1) generate Db(X), and

(2) Ext
•(Ep(k), Eq) = 0 for all 1 ≤ p, q ≤ n and 0 < k < o(p).
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Proof. The first condition is just the fullness of the generated decomposition. As for the second one, it

is sufficient to note that the blocks Bi are generated by exceptional subcollections of (E1, E2, . . . , En).

Thus, it is enough to check semi-orthogonality between the objects of these collections. It remains to

note that

Ext
•(Ep(k), Eq(l)) = Ext

•(Ep(k − l), Eq).

�

2.2. Borel–Bott–Weil Theorem and Littlewood–Richardson Rule. The Borel–Bott–Weil theo-

rem is an extremely powerful tool that computes the cohomology of line bundles on the flag variety of a

semisimple algebraic group. It can also be used to compute the cohomology of equivariant vector bundles

on Grassmannians. We restrict ourselves to the case of the group GL(V ).

Let V be a vector space of dimension n. We identify the weight lattice of the group GL(V ) with

Zn, taking the k-th fundamental weight πk, which is the highest weight of the representation ΛkV , to

the vector (1, . . . , 1, 0, . . . , 0) (where the first k entries are equal to 1 and the other are zero). In this

presentation the cone of dominant weights of GL(V ) corresponds to the set of nonincreasing integer

sequences α = (a1, a2, . . . , an), a1 ≥ a2 ≥ . . . ≥ an. For such α let ΣαV denote the corresponding

representation of GL(V ).

Remark 2.6. In the following we will use Young diagrams, which also represent nonincreasing positive

finite integer sequences. From the very beginning we should warn the reader that sometimes our Young

diagrams will have negative entries. On can think of negative rows as of boxes drawn to the left of some

chosen vertical zero axis.

Similarly, given a rank n vector bundle E on a scheme S, one can take the corresponding principal

GL(n)-bundle and construct the vector bundle ΣαE associated with the GL(n) representation of highest

weight α.

TheWeyl group Sn of GL(n) acts naturally on the weight lattice Zn. Let ℓ : Sn → Z denote the standard

length function. For every α ∈ Zk there exists an element σ ∈ Sn such that σ(α) is nonincreasing, which

is unique if and only if all the entries of α are distinct.

Let X be the flag variety of GL(V ), and let Lα denote the line bundle on X corresponding to the weight

α (thus, Lπk
is just the pullback of OP(ΛkV )(1) under the natural projection X → P(ΛkV )). Denote by

ρ = (n, n− 1, . . . , 1)

the half sum of the positive roots of GL(V ). The corresponding line bundle Lρ is the square root of the

anticanonical line bundle.

The Borel–Bott–Weil theorem computes the cohomology of line bundles Lα on X.

Theorem 2.7 ([Dem76]). Assume that all entries of α+ ρ are distinct. Let σ be the unique permutation

such that σ(α+ ρ) is strictly decreasing. Then

Hk(X,Lα) =

{

Σσ(α+ρ)−ρV ∗ if k = l(σ),

0 otherwise.

If at least two entries of α+ ρ coincide then H•(X,Lα) = 0.

Now consider a Grassmannian Gr(k, V ). Let U ⊂ V ⊗ OGr(k,V ) denote the tautological subbundle of

rank k. We have the following mutually dual short exact sequences:

0 → U → V ⊗OGr(k,V ) → V/U → 0, 0 → U⊥ → V ∗ ⊗OGr(k,V ) → U∗ → 0,

where U⊥ = (V/U)∗. Note that Σ1,1,...,1U∗ ≃ Σ−1,−1,...,−1U⊥ is the positive generator of PicGr(k, V ). Let

π denote the canonical projection π : X → Gr(k, V ) from the flag variety to the Grassmannian.
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Proposition 2.8 ([Kap88]). Let β ∈ Zk and γ ∈ Zn−k be two nonincreasing integer sequences. Let

α = (β, γ) ∈ Zn be their concatenation. Then we have π∗Lα ≃ ΣβU∗ ⊗ ΣγU⊥.

Corollary 2.9. If β ∈ Zk and γ ∈ Zn−k are two nonincreasing sequences and α = (β, γ) ∈ Zn then

H•(Gr(k, V ),ΣβU∗ ⊗ ΣγU⊥) ≃ H•(X,Lα).

Since every irreducible GL(V )-equivariant vector bundle on Gr(k, V ) is isomorphic to ΣβU∗ ⊗ ΣγU⊥

for some nonincreasing β ∈ Zk and γ ∈ Zn−k, a combination of Corollary 2.9 and Theorem 2.7 allows to

compute the cohomology of any equivariant vector bundle on Gr(k, V ).

In order to compute Ext groups between equivariant bundles on the Grassmannian one needs to use

the Littlewood–Richardson rule [Gas98]. In the following we will need a simple observation that follows

directly from the Littlewood–Richardson rule.

Lemma 2.10. Let λ and µ be two Young diagrams with k rows. Then for any irreducible summand

ΣαU∗ ⊂ ΣλU∗ ⊗ΣµU∗

one has

λi + µk ≤ αi ≤ λ1 + µi

for all 1 ≤ i ≤ k.

2.3. Kapranov’s exceptional collections. Let X = Gr(k, V ) denote the Grassmannian of subspaces

of dimension k in an n-dimensional vector space V . Let U denote the tautological subbundle of rank k

on X and let Yn,k denote the set of Young diagrams inscribed in a rectangle of size k × (n − k).

Theorem 2.11 ([Kap88]). The collection
{
ΣλU | λ ∈ Yn,k

}
(with any order refining the partial inclusion

order � on Yn,k) is a full exceptional collection in Db(X). Moreover, this collection is strong, which

implies that Db(X) is equivalent to the homotopy category of bounded complexes of sheaves consisting of

finite direct sums of sheaves ΣλU where λ ∈ Yn,k.

Furthermore, there is a very useful spectral sequence described in the following theorem.

Theorem 2.12 ([Kap88]). For every F• ∈ Db(X) there is a generalized Beilinson spectral sequence

Epq
1 =

⊕

|α|=−p

Hq(F• ⊗ Σα∗

U⊥)⊗ ΣαU ⇒ Hp+q(F•),

where α runs over Yn,k and α∗ denotes the transpose partition.

We should mention that Kapranov’s original collection is based on the tautological bundle U while

we prefer to work with its dual U∗. This does not change much as the duality functor is an anti-auto-

equivalence of categories switching between U and U∗. We hope that this will not lead to any confusion.

3. Combinatorics of Young diagrams

3.1. Group actions on diagrams. Let Yn,k denote the set of Young diagrams inscribed in a rectangle

of size k × (n − k). These can be identified with nonincreasing integer sequences λ = (λ1, λ2, . . . , λk)

such that n − k ≥ λ1 ≥ λ2 ≥ . . . ≥ λk ≥ 0. We call this description usual. One can also think of such

diagrams as of integer paths going from the lower left to the upper right corner of the rectangle that go

only rightward and upward. Such a path consists of n− k horizontal and k vertical unit segments. Thus,

one can think of Yn,k as of the set of binary sequences of length n containing “1” exactly k times.

Using the latter description, it is easy to construct a natural action of the group Z/nZ on Yn,k. This

is just the cyclic action on the binary sequences, where the generator g of Z/nZ acts by

g : a1a2 . . . an 7→ ana1a2 . . . an−1,
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where ai ∈ {0, 1}. In the following we will call this action cyclic. For any λ ∈ Yn,k we denote its image

under the action of the generator g by λ′ and call it the shift of λ. One can also describe λ′ in the usual

presentation:

λ′ =

{

(λ1 + 1, λ2 + 1, . . . , λk + 1), if λ1 < n− k,

(λ2, λ3, . . . , λk, 0), if λ1 = n− k.

The action of gd on λ will be denoted by λ(d).

There is also an action of the group Z on all the diagrams with k rows (and possibly negative entries)

defined by

λ(t) = (λ1 + t, λ2 + t, . . . , λk + t).

We will say that λ(t) is a twist of λ by t.

Definition 3.1. A diagram λ ∈ Yn,k is called upper triangular if it lies above the diagonal of the

rectangle going from the upper right to the lower left corner. In the usual description it means that

(2) λi ≤
(n− k)(k − i)

k

for all i = 1, . . . , k. In a similar way one defines lower triangular diagrams. We denote these sets by

Y
u
n,k and Y

l
n,k respectively.

There is a nice geometric way to describe an orbit of the cyclic action. Take some diagram λ ∈ Yn,k

and extend it n-periodically in both directions. This is the same as extending the binary sequence

representing λ. To get any other diagram from the same orbit one should pick an integer point on the

extended path and draw a rectangle of size k× (n− k) using this point as the upper right corner. To see

the cyclic action one should move the point along the path in the south west direction. We will call the

integer points on the extended path vertices.

The latter description of the orbits allows to prove easily the following lemma.

Lemma 3.2. Every orbit of the cyclic action on Yn,k contains an upper triangular element.

Proof. Draw all the lines with slope k/(n − k) passing through all the vertices of the extended path. As

the path is n-periodic, one will get at most n distinct lines and the path will lie above the lowest of them.

Now draw the rectangle putting the upper right corner in any of the vertices lying on the lowest line.

This will give the desired upper triangular element. �

A vertex on the extended path is called u-admissible (l-admissible) if it is the upper right corner

of an upper (lower) triangular diagram.

There is an involution on the set of diagrams Yn,k. Given a diagram λ ∈ Yn,k, its complement λc is

defined in the usual presentation by

λc = (n− k − λk, n− k − λk−1, . . . , n− k − λ1).

In the binary representation the sequence a1a2 . . . an−1an is just mapped to its reverse anan−1 . . . a2a1.

One immediately sees that (λc)c = λ. A nice fact is that taking the complement maps upper triangular

diagrams to lower triangular and vice versa. We will not need it in the following, but it is worth mentioning

that (λ′)c = (λc)(n−1).

Given a diagram λ with k rows and arbitrary (possibly negative) entries one defines its negative by

−λ = (−λk,−λk−1, . . . ,−λ1).

In these terms the complement can be defined as λc = (−λ)(n− k) and ΣλU = Σ−λU∗.
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3.2. Orders and further characteristics. In the following we will need two order relations on Yn,k.

The first one is the partial inclusion order �. Let us say that

λ � µ if λi ≤ µi for all i = 1, . . . , k.

As usual, we say that λ ≺ µ if λ � µ and λ 6= µ. The second one is the lexicographical order ≤ which

refines �. Let us say that

λ < µ if λi = µi for i = 1, . . . , t− 1 and λt < µt for some 1 ≤ t ≤ k.

Definition 3.3. An upper triangular diagram λ ∈ Yn,k is called minimal if it is the smallest among all

the upper triangular elements in its orbit with respect to the lexicographical order. We denote the set

of minimal upper triangular diagrams by Y
mu
n,k. Note that Ymu

n,k is indexing the orbits of the cyclic action.

Given a diagram λ ∈ Yn,k we denote the length of its orbit by o(λ).

Example 3.4. Consider the set Y6,3. The orbits of the Z/6Z action are the following:

1. empty

2.

3.

4.

The set of upper triangular diagrams is:

Y
u
n,k =

{

empty, , , ,

}

.

The set of minimal upper triangular diagrams is:

Y
mu
n,k =

{

empty, , ,

}

.

Upper triangular diagrams and lie in the same orbit and the first one is the minimal one.

There is a natural associative noncommutative operation

⊕ : Yn,k × Ym,l → Yn+m,k+l

which is the concatenation of the binary sequences representing the diagrams. Namely, for diagrams

a ∈ Yn,k and b ∈ Ym,l one has

a⊕ b = a1a2 . . . anb1b2 . . . bm

in the binary presentation a = a1a2 . . . an, b = b1b2 . . . bm and

a⊕ b = (µ1 + (n− k), µ2 + (n− k), . . . , µl + (n − k), λ1, λ2, . . . , λk)

in the usual presentation a = (λ1, λ2, . . . , λk), b = (µ1, µ2, . . . , µl).

Lemma 3.5. Given a, a′ ∈ Yn,k and b, b′ ∈ Ym,l, we have the following:

• b⊕ a < b′ ⊕ a′ if and only if a < a′, or a = a′ and b < b′;

• b⊕ a � b′ ⊕ a′ if and only if a � a′ and b � b′.

Proof. Obvious. �
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Finally, we will need several characteristics of different types of diagrams.

• Given a diagram λ ∈ Yn,k, its slope is defined by s(λ) = k/(n−k). One immediately checks that

the sum of two upper (resp. lower) triangular diagrams of equal slope is again upper (resp. lower)

triangular.

• Given a diagram λ ∈ Y
u
n,k, let r(λ) denote the length of the path going from the upper right corner

of the rectangle to the rightmost vertex of the path that lies on the diagonal and is distinct from

the initial one. For example, is λ is strictly upper triangular, r(λ) = n.

• Given a diagram λ ∈ Y
l
n,k, let l(λ) denote the length of the path going from the lower left corner

of the rectangle to the leftmost vertex of the path that lies on the diagonal and is distinct from

the initial one. In particular, note that λc ∈ Y
u
n,k and l(λ) = r(λc).

• Given a diagram λ ∈ Yn,k, let d(λ) denote the smallest d ≥ 0, such that λ(d) is lower triangular.

This is the same as the length of the path going from the upper right corner of the rectangle to

the rightmost l-admissible vertex of the diagram. In particular, if λ ∈ Y
l
n,k then d(λ) = 0.

• Given a diagram λ ∈ Yn,k, let e(λ) denote the length of the path going from the lower left corner

to the leftmost l-admissible vertex that is distinct from the initial one. In particular, e(λ) > 0

and whenever λ ∈ Y
l
n,k, we have e(λ) = l(λ).

4. Lefschetz decompositions for Grassmannians

From this moment X = Gr(k, V ) will denote the Grassmannian of k-dimensional subspaces of an n-

dimensional vector space V . Let U ⊂ V ⊗OX denote the tautological subbundle of rank k. We have the

following (mutually dual) short exact sequences of vector bundles on X:

0 → U → V ⊗OX → V/U → 0, 0 → U⊥ → V ∗ ⊗OX → U∗ → 0,

where U⊥ = (V/U)∗. Recall that Σ1,...,1U∗ ≃ Σ−1,...,−1U⊥ ≃ OX(1) is the positive generator of PicX.

4.1. Statement of the main result. We introduce two collections of subcategories in Db(X). The first

one is defined by

Ai =
〈

ΣλU∗ | λ ∈ Y
mu
n,k, i < o(λ)

〉

, for i = 0, . . . , n− 1.

The second one is the following:

Bi =
〈

ΣλU∗ | λ ∈ Y
u
n,k, i < r(λ)

〉

, for i = 0, . . . , n− 1.

One immediately notes that A0 ⊃ A1 ⊃ . . . ⊃ An−1 and B0 ⊃ B1 ⊃ . . . ⊃ Bn−1.

We expect that both of these collections give a Lefschetz decomposition of Db(X). However, at the

moment we can prove fullness only for Bi.

The following two theorems are the main results of this paper.

Theorem 4.1. The categories Bi form a Lefschetz decomposition of Db(X). The exceptional collection
(

ΣλU∗ | λ ∈ Y
u
n,k

)

is a Lefschetz basis of this decomposition with the support function r(λ).

Example 4.2. Consider the case X = Gr(3, 6). We get a Lefschetz basis

(OX ,U∗,Λ2U∗, S2U∗,Σ(2,1,0)U∗)

with the following values of the support function:

(6, 6, 4, 2, 2).
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In other words, there is a full Lefschetz exceptional collection









Σ(2,1,0)U∗ Σ(2,1,0)U∗(1)

S2U∗ S2U∗(1)

Λ2U∗ Λ2U∗(1) Λ2U∗(2) Λ2U∗(3)

U∗ U∗(1) U∗(2) U∗(3) U∗(4) U∗(5)

OX OX(1) OX(2) OX(3) OX(4) OX(5)










.

Here objects standing in the same column generate blocks of the corresponding decomposition.

Theorem 4.3. The categories Ai(i) are semi-orthogonal. In other words, there is a Lefschetz decompo-

sition

〈A0,A1(1), . . . ,An−1(n − 1)〉 = A ⊂ Db(X)

of some full triangulated subcategory A ⊂ Db(X) with a Lefschetz basis given by the exceptional collection
(

ΣλU∗ | λ ∈ Y
mu
n,k

)

and the support function o(λ).

Theorem 4.3 is followed by two important conjectures.

Conjecture 4.4. The categories Ai(i) generate D
b(X). In other words, the categories Ai form a Lefschetz

decomposition of Db(X).

Example 4.5. In the case X = Gr(3, 6) this would give a Lefschetz exceptional collection






Σ(2,1,0)U∗ Σ(2,1,0)U∗(1)

Λ2U∗ Λ2U∗(1) Λ2U∗(2) Λ2U∗(3) Λ2U∗(4) Λ2U∗(5)

U∗ U∗(1) U∗(2) U∗(3) U∗(4) U∗(5)

OX OX(1) OX(2) OX(3) OX(4) OX(5)







.

On can compare this collection to the one from Example 4.2 and see that the objects S2U∗ and S2U∗(1)

were replaced by Λ2U∗(4) and Λ2U∗(5), making first block of the collection smaller.

As we mentioned before, an important question is to construct not arbitrary, but minimal Lefschetz

decompositions. We state the following.

Conjecture 4.6. The categories Ai form a minimal Lefschetz decomposition of Db(X).

Remark 4.7. We consider two Lefschetz decompositions Ai and Bi of the category Db(X). Remark

that A0 ⊂ B0, as the exceptional collection generating A0 is a subcollection of the collection generating

B0. Indeed, the first one is indexed by minimal upper triangular diagrams, and the second one by upper

triangular diagrams. Thus, the decomposition Ai is smaller or equal to the decomposition Bi with respect

to the inclusion order on the first blocks.

Moreover, there are only two cases when A0 = B0. This happens if and only if k and n are coprime, or

k = 2. In these cases every orbit of the shift action on Yn,k has a single upper triangular element, which

is automatically minimal, and for any λ ∈ Y
u
n,k we have r(λ) = o(λ). Thus, Ai = Bi for i = 0, . . . , n− 1,

which confirms the fact that every Lefschetz decomposition is determined by its first block.

Conjecture 4.6 seems to be hard as we do not know any natural way to prove minimality of Lefschetz

collections. However, there are some cases when it immediately holds.

Proposition 4.8. We have the following:

(1) Conjectures 4.4 and 4.6 hold when n and k are coprime.

(2) If k = p is a prime number, then Conjecture 4.4 implies Conjecture 4.6.
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Proof. It is easy to see that the number of blocks in a Lefschetz decomposition is bounded above by the

index of our variety. Indeed, if ωX ≃ OX(−n) then by Serre duality we have

Hom(E(n), E(n)) ≃ Ext
d(E(n), E)∗

for any object E ∈ Db(X), where d is the dimension of the variety X. The first group has a distinguished

nonzero element

idE(n) ∈ Hom(E(n), E(n))

which shows that Ext
d(E(n), E) is nonzero. Thus, the object E(n) can not be left orthogonal to E for

any E ∈ Db(X).

In the case of the Grassmannian Gr(k, V ) the index is equal to n = dimV . Thus, all our decompositions

already have the maximal possible number of blocks.

We have seen in Remark 4.7 that the categories Ai coincide with Bi whenever k and n are coprime,

thus, form a Lefschetz decomposition. Moreover, in this case the decomposition is rectangular with the

maximal possible number of blocks, thus, minimal. This proves the first statement.

To prove the second statement one should first note that in the case k = p and k divides n there is a

single short orbit represented by the minimal upper triangular diagram
(
(n − k)

k
(k − 1), . . . ,

(n − k)

k
, 0

)

.

Then, the number N of objects in any full exceptional collection is equal to the rank of K0(X) =
(
n
k

)
. If k = p is a prime that divides n, the number N is not divisible by n. That means that there

is no rectangular Lefschetz exceptional collection/decomposition in this case. Modulo some standard

conjectures about exceptional collections this implies that the decomposition Ai is minimal. �

Finally, we should mention that, the first Lefschetz decomposition has been discovered by Chris Brav

and Hugh Thomas ([BT]). However, they only proved exceptionality for the corresponding Lefschetz

basis and have never published their result. In the present paper we prove semi-orthogonality of both

decompositions and fullness of the second one.

4.2. Semi-orthogonality. In this section we prove semi-orthogonality for the categories Ai(i) and Bj(j):

Aj(j) ⊂
⊥Ai(i) and Bj(j) ⊂

⊥Bi(i) for 0 ≤ i < j ≤ n− 1.

Proposition 4.9. The categories Bi(i) are semi-orthogonal:

Bj(j) ⊂
⊥Bi(i) for 0 ≤ i < j ≤ n− 1.

Proof. Apply the second part of the criterion given in Lemma 2.5. It is sufficient to check that for all

λ, µ ∈ Y
u
n,k and 0 < t < r(λ) one has

Ext
•(ΣλU∗(t),ΣµU∗) = 0.

First of all, we have

Ext
•(ΣλU∗(t),ΣµU∗) = H•(X,ΣλU ⊗ ΣµU∗(−t)).

To compute the latter we apply the Littlewood-Richardson rule. Let ΣαU∗ be a vector bundle appearing

in the decomposition of ΣλU ⊗ ΣµU∗(−t) = Σ−λU∗ ⊗ΣµU∗(−t). By Lemma 2.10

−λk+1−i − t ≤ αi ≤ µi − t.

Recall that both λ and µ are upper triangular, which by definition means that

0 ≤ λi, µi ≤
(n − k)(k − i)

k
,
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see (2). Combining the last two inequalities, we get

(3) −
(i− 1)(n − k)

k
− t ≤ αi ≤

(k − i)(n − k)

k
− t.

In order to compute H•(X,ΣαU∗) one should apply the Borel–Bott–Weil theorem. We want the

cohomology to be zero. It means that some of the terms in the sequence

(4) α+ ρ = (n+ α1, n− 1 + α2, . . . , n− k + 1 + αk, n− k, . . . , 2, 1)

coincide. As the sequence (α1, α2, . . . , αk) is nonincreasing, the first k terms of sequence (4) are distinct

and decreasing. The last (n − k) terms of sequence (4) are also distinct and decreasing. Thus, some of

the terms in (4) coincide if and only if n+1− i+αi belongs to the segment [1, n − k] for some 1 ≤ i ≤ k.

Imagine that all the terms in (4) are distinct, which means that

(5) n+ 1− j + αj ≥ n− k + 1, n− j + αj+1 ≤ 0

for some 1 ≤ j ≤ k − 1. Here we used the facts that

α1 ≥ −t > −n ⇒ n+ α1 > 0 and αk ≤ −t < 0 ⇒ n− k + 1 + αk ≤ n− k.

Now, combine inequalities (5) with (3):

αj ≥ j − k ⇒
(k − j)(n − k)

k
− t ≥ j − k,

αj+1 ≤ j − n ⇒ −
j(n− k)

k
− t ≤ j − n.

One gets the following:

t ≤
n(k − j)

k
, t ≥

n(k − j)

k
⇒ t =

n(k − j)

k
.

Note that t should be an integer number. Combine inequalities n− j + αj+1 ≤ 0 and (3) for λk−j:

−λk−j −
n(k − j)

k
≤ j − n ⇒ λk−j ≥

(n− k)j

k
.

Recall that λ is upper triangular, thus, λk−j ≤ (n− k)j/k. We deduce that

λk−j =
(n− k)j

k

i.e. that λ meets the diagonal in the point in the (k − j)-th row. Remark that the distance from the

upper right corner of the rectangle to this point is exactly

(k − j) +

(

(n− k)−
(n− k)j

k

)

=
n(k − j)

k
= t.

This means that t ≥ r(λ), which contradicts the assumptions from the statement. �

To prove semi-orthogonality of the categories Ai(i) we will need the following simple observation.

Lemma 4.10. Let ΣαU∗ be an irreducible summand in the decomposition of ΣλU ⊗ ΣµU∗ for some

λ, µ ∈ Yn,k. If all the terms αi ≥ 0 are nonnegative, then λ � µ.

Proof. Remark that ΣαU∗ ⊂ ΣλU ⊗ΣµU∗ if and only if ΣµU∗ ⊂ ΣαU∗ ⊗ΣλU∗. Both λ and α have only

non-negative entries. Thus, by Lemma 2.10 for every summand ΣβU∗ in ΣαU∗⊗ΣλU∗ one has λ � β. �

We are ready to give a proof of Theorem 4.3. Recall that it states that the categories Ai(i) are

semi-orthogonal:

Aj(j) ⊂
⊥Ai(i) for 0 ≤ i < j ≤ n− 1.
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Proof of Theorem 4.3. Let us repeat the proof of Proposition 4.9 keeping in mind that λ, µ ∈ Y
mu
n,k. It

works until the end where we use inequality t < r(λ), which is replaced by a weaker assumption t < o(λ).

Thus, we can assume that

t =
n(k − j)

k
∈ Z and λk−j =

j(n − k)

k
.

Analogously one can show that µj = (k − j)(n − k)/k.

The latter equalities mean that the upper triangular diagrams λ, µ meet the diagonal and can be

written in the form µ = b ⊕ a and λ = b′ ⊕ a′ for some a, b′ ∈ Yjn/k,j and a′, b ∈ Y(k−j)n/k,k−j. Now,

apply Lemma 4.10 and deduce that a � b′ and a′ � b.

Note that a⊕ b (resp. a′ ⊕ b′) lies in the same orbit as µ (resp. λ).

We will need the following observation. The fact that λ is minimal upper triangular implies that

λ = b′ ⊕ a′ ≤ a′ ⊕ b′. However, inequality t < o(λ) implies that b′ ⊕ a′ and a′ ⊕ b′ can not be equal and

this inequality is strict:

(6) b′ ⊕ a′ < a′ ⊕ b′.

Consider the case a ≻ b′ and a′ ≻ b. Then one has

λ = b′ ⊕ a′ < a′ ⊕ b′ < b⊕ a ≤ a⊕ b < b′ ⊕ a′ = λ,

where the first and the third inequalities come from minimality of λ and µ, the second follows from a ≻ b′

and the fourth from a′ ≻ b. We get λ < λ, which is a contradiction.

In the following given a diagram α ∈ Yp,q by the height function we mean h(α) = q. We will also use

notation mp = m⊕m⊕ . . .⊕m
︸ ︷︷ ︸

p times

.

Case 1: b′ ≺ a, a′ = b and h(b) ≥ h(a). We still have inequalities

λ = b′ ⊕ b < b⊕ b′ < b⊕ a = µ ≤ a⊕ b.

Particularly, b′ ⊕ b < b⊕ a ≤ a⊕ b, which implies that b = c ⊕ a and λ = b′ ⊕ c ⊕ a. As b′ ≺ a, we get

c⊕ a⊕ b′ < b′ ⊕ c⊕ a = λ. Both parts are upper triangular and lie in the same orbit, which contradicts

minimality of λ.

Case 2: b′ ≺ a, a′ = b and h(b) < h(a). As in the first case, consider inequalities

b′ ⊕ b < b⊕ a ≤ a⊕ b.

This implies that a = c⊕ b and µ = b⊕ c⊕ b. The diagrams c⊕ b2 and b2 ⊕ c are upper triangular and

lie in the orbit of µ. The latter is minimal, thus µ ≤ b2 ⊕ c and µ ≤ c ⊕ b2. The last two inequalities

imply that c⊕ b = b⊕ c, which means that there exists a diagram m with the same slope as b, such that

b = mp and µ = tp+q.

Now consider inequalities

λ = b′ ⊕mp < mp ⊕ b′ ≤ mq ⊕mp = µ.

As h(b′) = h(a) > h(b) = h(mp), we see that b′ = d ⊕mp. One can repeat the argument and continue

extracting summands equal to mp, until ends up with

λ = e⊕msp ⊕mp < mp ⊕ e⊕msp ≤ mr ⊕mp ⊕msp = µ,

where 0 < h(e) = h(mr) ≤ h(mp) and s is a positive integer. From the last inequality one gets that

e < mr. Meanwhile, r ≤ p, thus mp⊕msp⊕e < mp⊕e⊕msp = λ. This once again contradicts minimality

of λ.

The case b ≺ a′, a = b′ is treated similarly.
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Finally, note that the case b = a′ and a = b′ is not possible: we have shown that

λ = b′ ⊕ a′ < a′ ⊕ b′ = b⊕ a = µ.

But in this case λ and µ lie in the same orbit and should be equal, as they are supposed to be minimal

upper triangular. This finishes the proof. �

5. Fullness

The goal of this section is to prove fullness of the decomposition

〈B0,B1(1), . . . ,Bn−1(n − 1)〉 .

We will need a special kind of exact complexes that we call staircase.

5.1. Staircase complexes. Let us start with the following lemma.

Lemma 5.1. Let λ ∈ Yn,k be a diagram with λ1 = n− k. Then we have

Ext
p(ΣλU∗,Σλ′

U∗(−1)) =

{

k, if p = n− k,

0, otherwise.

Proof. The argument is similar to the proof of Proposition 4.9.

First of all, we have

Ext
•(ΣλU∗,Σλ′

U∗(−1)) = H•(X,ΣλU ⊗ Σλ′

U∗(−1)) = H•(X,Σ−λU∗ ⊗ Σλ′

U∗(−1)).

To compute the latter we apply the Littlewood-Richardson rule. Let ΣαU∗ be an irreducible summand

in the decomposition of ΣλU ⊗Σλ′

U∗(−1). As we want H•(X,ΣαU∗) to be nonzero, by the Borel–Bott–

Weil theorem we require all the entries of

(7) α+ ρ = (n+ α1, n− 1 + α2, . . . , n− k + 1 + αk, n− k, . . . , 2, 1)

to be distinct. As the sequence αi is nonincreasing, the first k and the last n−k terms in (7) are distinct.

Thus, it is sufficient to check that

(8) {n+ α1, n− 1 + α2, . . . , n − k + 1 + αk} ∩ {n− k, . . . , 2, 1} = ∅.

We have obvious inequalities αi ≥ −(n − k) − 1 coming from the Littlewood-Richardson rule. Thus,

all the elements in (n+a1, . . . , n−k+1+ak) are nonnegative. The last sequence is nonincreasing, which

implies that if (8) holds, then

either αi ≥ −1 for i = 1, . . . , k − 1 and αk = −(n− k)− 1 or αi ≥ 0 for all i = 1, . . . , k.

One can easily check that the second case is not possible and that ΣᾱU∗ for ᾱ = (−1, . . . ,−1,−(n−k)−1)

is contained in ΣλU ⊗ Σλ′

U∗(−1) with multiplicity 1, being the only term in the decomposition with

nontrivial cohomology.

Now we apply the Borel–Bott–Weil theorem to compute H•(X,Σ−1,...,−1,−(n−k)−1U∗). We have

ᾱ+ ρ = (n− 1, n − 2, . . . , n− k + 1, 0, n − k, . . . , 2, 1).

Take σ to be the cyclic permutation of the last (n − k + 1) entries. Then we have ℓ(σ) = n − k and

σ(ᾱ+ ρ) = (n− 1, . . . , 1, 0), σ(ᾱ+ ρ)− ρ = (−1, . . . ,−1,−1)

Finally, we get

Ext
p(ΣλU∗,Σλ′

U∗(−1)) = Hp(X,ΣᾱU∗) =

{

Σ−1,...,−1V ∗ ≃ ΛnV, if p = n− k,

0, otherwise.

This finishes the proof. �
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Remark 5.2. If one takes λ ∈ Yn,k with λ1 < n− k, then Σλ′

U∗(−1) ≃ ΣλU∗. This means that

Ext
p(ΣλU∗,Σλ′

U∗(−1)) = Ext
p(ΣλU∗,ΣλU∗) =

{

k, if p = 0,

0, otherwise,

the bundle ΣλU∗ being exceptional. Combining with Lemma 5.1 one can state that there is always a

unique canonical extension between the bundles ΣλU∗ and Σλ′

U∗(−1), either in degree 0 or n− k.

Moreover, the composition

ΣλU∗ → Σλ′

U∗(−1)[d1] → Σλ′′

U∗(−2)[d2] → . . . → Σλ(n)
U∗(−n)[dn] = ΣλU∗(−n)[k(n− k)]

is nontrivial in Ext
k(n−k)(ΣλU∗,ΣλU∗(−n)) ≃ Hom(ΣλU∗,ΣλU∗)∗ = k.

It turns out that the canonical extension from Lemma 5.1 can be realized explicitly.

Proposition 5.3. Let λ ∈ Yn,k be a diagram with λ1 = n− k. Then there is a long exact sequence

(9) 0 → Σλ′

U∗(−1) → Λνn−kV ∗ ⊗ Σµn−kU∗ → . . . → Λν2V ∗ ⊗ Σµ2U∗ → Λν1V ∗ ⊗ Σµ1U∗ → ΣλU∗ → 0

for some 0 ≤ νi < n and µi ∈ Yn,k that will be described later.

Proof. It will be convenient to construct the dual long exact sequence. Let us apply Theorem 2.12 to the

complex consisting of a single sheaf Σλ′

U(1). One should compute

Epq
1 =

⊕

|α|=−p

Hq(Σλ′

U(1)⊗ Σα∗

U⊥)⊗ ΣαU .

First, let us find all α ∈ Yn,k such that H•(Σλ′

U(1)⊗Σα∗

U⊥) is nonzero. The Borel–Bott–Weil theorem

states that this is the case if and only if all the entries in the sequence

(n− λ′
k + 1, (n − 1)− λ′

k−1 + 1, . . . , (n− k + 1)− λ′
1 + 1, n− k + α∗

1, . . . , 2 + α∗
n−k−1, 1 + α∗

n−k)

are distinct. Recall that λ′ = (λ2, λ3, . . . , λn−k, 0). Thus, one can rewrite the previous sequence as

(10) (n+ 1, n − λk, . . . , n− k + 2− λ2, n− k + α∗
1, . . . , 2 + α∗

n−k−1, 1 + α∗
n−k).

Assume that all the entries in sequence (10) are distinct. Then after a suitable permutation they

will form a strictly decreasing sequence. Since all the terms except the first are in [1, n], the permuted

sequence will be

(11) (n+ 1, n, . . . , n− j + 1, n − j − 1, . . . , 1)

for some 1 ≤ j ≤ n. Moreover, n − j 6= n − k + t − λt ⇔ j 6= k + λt − t for all 2 ≤ t ≤ k. Thus, we

have n − k + 1 choices for j and each of the choices gives a unique α∗ which is obtained by permuting

sequence (11) in such a way that the first k places are occupied by n+ 1 and n− k + t− λt and the last

n− k entries decrease. Finally, remark that α∗ = λ∗ corresponds to j = 1.

This allows us to write down all the possible α:

(0): α∗ = µ0 = λ∗,

(i): α∗ = µi = (λ∗
1, . . . , λ

∗
n−k−i, λ

∗
n−k−i+2 − 1, . . . , λ∗

n−k − 1, 0) for i = 1, . . . , n− k.

For each case we need the values p and q. Recall that p is equal to −|α| and q is equal to the number

of inversions in sequence (10). These are easy to compute and one gets the following result:

(0): p0 = −|λ|, q0 = |λ| − (n− k),

(i): pi = −|λ|+ λ∗
n−k+1−i + (i− 1), qi = |λ| − (n− k)− (λ∗

n−k+1−i − 1).
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n− k

k
λλ′(−1)

b b

bb

Figure 5.1

We immediately see that pi + qi = −(n − k) + i are all distinct for i = 0, . . . , n − k. Combining with

the fact that the spectral sequence converges to a single sheaf concentrated in degree 0, we get a long

exact sequence

0 → Hq0(Σλ′

U(1) ⊗ Σµ0U⊥)⊗ Σµ∗

0U → . . . → Hqn−k(Σλ′

U(1)⊗ Σµ0U⊥)⊗ Σµ∗

n−kU → Σλ′

U(1) → 0.

Finally, let us compute Hqi(Σλ′

U(1) ⊗ ΣµiU⊥). Once we permute sequence (10) so that it becomes

strictly decreasing, it will be of the form

(n+ 1, n, . . . , ̂n + 1− νi, . . . , 1).

Thus, applying the Borel–Bott–Weil theorem we get Hqi(Σλ′

U(1) ⊗ ΣµiU⊥) ≃ ΛνiV . Finally, we note

that µ0 = λ∗ and ν0 = n. As ΛnV ≃ k, dualizing we get the desired long exact sequence. This finishes

the proof. �

There is a nice combinatorial way to describe µi and νi from Proposition 5.3. Given a diagram λ ∈ Yn,k

with λ1 = n− k, draw a stripe of width 1, as shown on Figure 5.1.

Now, µi is pictured on Figure 5.2 by the solid line. One takes the path λ going from left to right and

“jumps” upward on the path λ′(−1) in the point with abscissa n− k − i.

n− k − i

k

b

b

µi

i

Figure 5.2

The number νi is the number of boxes one needs to remove from λ in order to get µi. These a pictured

in gray on Figure 5.2.

5.2. Fullness. In this section we will finish the proof of Theorem 4.1. We have already shown semi-

orthogonality in Proposition 4.9. In order to show fullness it is convenient to introduce another Lefschetz

decomposition.
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Consider the categories

B′
i =

〈

ΣλU∗ | λ ∈ Y
l
n,k, i < l(λ)

〉

.

Example 5.4. In the case X = Gr(3, 6) we have

B′
0 = B′

1 =
〈
OX(3), Λ2U∗(2), U∗(2), Σ(3,3,1)U∗, Σ(3,2,1)U∗

〉

B′
2 = B′

3 =
〈
OX(3), Λ2U∗(2), U∗(2)

〉

B′
4 = B′

5 =
〈
OX(3), Λ2U∗(2)

〉

We will need the following observation.

Lemma 5.5. There is a Lefschetz decomposition

〈B0,B1(1), . . . ,Bn−1(n− 1)〉 = Db(X)

if and only if there is a decomposition

(12)
〈
B′
n−1(1− n), . . . ,B′

1(−1),B0

〉
= Db(X).

Proof. The duality functor is an anti-auto-equivalence of categories, and the twist functor by OX(n−k) is

an auto-equivalence. Composing these functors one gets an anti-auto-equivalence that preserves fullness

and inverts orthogonality relations. It is left to note that B′
i = B∗

i (n− k). �

Due to the previous lemma it will be enough to show that the decomposition (12) is full in order to

prove fullness of the decomposition Bi(i).

Proposition 5.6. The decomposition B′
i(−i) is full. In other words,

〈
B′
n−1(1− n), . . . ,B′

1(−1),B′
0

〉
= Db(X).

Proof. We recall that the definitions of r(λ), l(λ), d(λ) and e(λ) are given in the end of Section 3.2.

Given a diagram λ such that λ(t) ∈ Yn,k for some t, let λ̃ denote the diagram λ(−λ1 + n− k). It will

be convenient to dualize Kapranov’s collection and work with
(
ΣλU∗ | λ ∈ Yn,k

)
. Once again, the duality

functor is an anti-auto-equivalence, thus, it is a full exceptional collection in Db(X).

It will be enough to show that every object from
(
ΣλU∗ | λ ∈ Yn,k

)
has a resolution with all the terms

being direct sums of vector bundles ΣµU∗(−t), where µ ∈ Y
l
n,k and 0 ≤ t < l(µ).

Given a vector bundle ΣλU∗(−t) with λ ∈ Yn,k, one can twist it by OX(t + n − k − λ1) and get a

vector bundle satisfying the conditions of Proposition 5.3. Twisting back the long exact sequence (9),

one gets a resolution of the original vector bundle. Informally speaking, given a vector bundle ΣλU∗ with

λ ∈ Yn,k we would like to take this resolution. Replace every term that is not of the form ΣµU∗(−t) for

some µ ∈ Y
l
n,k with its resolution and repeat this process until it terminates. Now we can fold all this

“multicomplex” into a giant resolution. However, we need to show that the process actually terminates

and that the bundles ΣµU∗ with µ ∈ Y
l
n,k arise with appropriate twists. Let us formalize this argument.

For each λ ∈ Yn,k, such that λ1 = n− k and λ /∈ Y
l
n,k, consider the set

Exp(λ) =
{

(µ̃1, t1), . . . , (µ̃n−k, tn−k), (λ̃′, tn−k+1)
}

,

where ti = (n− k − µi,1) for 1 ≤ i ≤ n− k and tn−k+1 = (n − k − λ′
1) + 1. Define Exp(µ) = {(µ, 0)} for

λ ∈ Y
l
n,k and denote Exp(1)(λ) = Exp(λ). Further, define

Exp(k+1)(λ) =
⋃

(µ,t)∈Exp(k)(λ)

Exp(µ)[t],

where {(µi, ti)}i∈I [t] = {(µi, ti + t)}i∈I .
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Note that

ΣλU∗ ∈ 〈ΣµU∗(−t)〉(µ,t)∈Exp(λ)
by Proposition 5.3. By induction we also have

ΣλU∗ ∈ 〈ΣµU∗(−t)〉(µ,t)∈Exp(k)(λ)

for all k ≥ 1.

We claim that

(1) for some k ≥ 1 one has Exp(k)(λ) ⊂ Y
l
n,k × Z,

(2) if Exp(k)(λ) ⊂ Y
l
n,k × Z, then for each (µ, t) ∈ Exp(k)(λ) one has t < l(µ).

For (1) we note that

max{d(µ)}(µ,t)∈Exp(k) ≤ max{d(λ)− 1, 0}.

It follows that for all (µ, t) ∈ Expd(λ)(λ) we have d(µ) ≤ 0, hence µ ∈ Y
l
n,k.

For (2) we note that for each (µ, t) ∈ Exp(λ) we have t ≤ e(µ)− e(λ). By induction this also holds for

each (µ, t) ∈ Exp(k)(λ). Now, if Exp(k)(λ) ⊂ Y
l
n,k × Z then

t ≤ e(µ)− e(λ) = l(µ)− e(λ) < l(µ),

as by definition e(λ) > 0.

We have shown that ΣλU∗ ∈
〈
B′
n−1(1− n), . . . ,B′

1(−1),B′
0

〉
for all λ ∈ Yn,k, λ1 = n − k. For an

arbitrary λ ∈ Yn,k note that

ΣλU∗ ∈
〈

ΣµU∗(−t) | (µ, t) ∈ Exp(k)(λ̃)[n− k − λ1]
〉

.

We need to show that for all (µ, t) ∈ Expd(λ̃)(λ̃) one has t+(n− k−λ1) < l(µ). We already know that

t ≤ l(µ)− e(λ̃). It is easy to see that

e(λ̃) = e(λ(n− k − λ1)) = e(λ) + (n− k − λ1) > (n− k − λ1),

as e(λ) > 0. Therefore,

t ≤ l(µ)− e(λ̃) = l(µ)− e(λ)− (n− k − λ1) < l(µ)− (n− k − λ1).

This completes the proof. �

Proof of Theorem 4.1. Semi-orthogonality was proved in Proposition 4.9. Combining Lemma 5.5 and

Proposition 5.6 we get fullness. �

Finally, let us return to our main example.

Proposition 5.7. Conjecture 4.4 holds for X = Gr(3, 6).

Proof. An argument similar to Proposition 5.5 shows that it is enough to check that

Db(X) =
〈

ΣλU∗(−t) | λ ∈ Y
ml
n,k, t < o(λ)

〉

,

where Y
ml
n,k =

{

λ | λc ∈ Y
mu
n,k

}

.

In our case

Y
l
6,3 \ Y

ml
6,3 = {(3, 3, 1)}.

We already know from Proposition 5.6 that

Db(X) =
〈

ΣλU∗(−t) | λ ∈ Y
l
n,k, t < l(λ)

〉

.

Thus, it will be enough to show that

(13) Σ(3,3,1)U∗,Σ(3,3,1)U∗(−1) ∈
〈

ΣλU∗(−t) | λ ∈ Y
ml
n,k, t < o(λ)

〉

.
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Like in the proof of Proposition 5.6 consider the sets Exp(k), but this time Exp(λ) = {(λ, 0)} only for

λ ∈ Y
ml
n,k. Then it is easy to check that E = Exp(2)((3, 3, 1)) ⊂ Y

ml
6,3 × Z. However, the sets E and E(1)

contain bad elements ((3, 2, 1), 2) and ((3, 2, 1), 3) for which o((3, 2, 1)) = 2.

In order to show (13) it is enough to check that

(14) Σ(3,2,1)U∗(−2),Σ(3,2,1)U∗(−3) ∈
〈

ΣλU∗(−t) | λ ∈ Y
ml
n,k, t < o(λ)

〉

.

Consider the long exact sequence (9) for Σ(3,2,1)U∗:

0 → Σ(3,2,1)U∗(−2) → Λ5V ∗ ⊗ Σ(3,2,2)U∗(−2) →

→ Λ3V ∗ ⊗ Σ(3,3,3)U∗(−2) → V ∗ ⊗ Σ(3,3,2)U∗(−1) → Σ(3,2,1)U∗ → 0

as a right resolution for Σ(3,2,1)U∗(−2). We immediately see that (14) holds. �
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